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We propose two novel contributions for measurement based rendering of
diffraction effects in surface reflectance of planar homogeneous diffractive
materials. As a general solution for commonly manufactured materials, we
propose a practical data-driven rendering technique and a measurement
approach to efficiently render complex diffraction effects in real-time. Our
measurement step simply involves photographing a planar diffractive sam-
ple illuminated with an LED flash. Here, we directly record the resultant
diffraction pattern on the sample surface due to a narrow band point source
illumination. Furthermore, we propose an efficient rendering method that
exploits the measurement in conjunction with the Huygens-Fresnel principle
to fit relevant diffraction parameters based on a first order approximation.
Our proposed data-driven rendering method requires the precomputation
of a single diffraction look up table for accurate spectral rendering of com-
plex diffraction effects. Secondly, for sharp specular samples, we propose
a novel method for practical measurement of the underlying diffraction
grating using out-of-focus “bokeh” photography of the specular highlight.
We demonstrate how the measured bokeh can be employed as a height
field to drive a diffraction shader based on a first order approximation for
efficient real-time rendering. Finally, we also drive analytic solutions for a
few special cases of diffraction from our measurements and demonstrate
realistic rendering results under complex light sources and environments.
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1 INTRODUCTION
Appearance modeling of real world materials has received signif-
icant attention over the years in computer graphics for realistic
rendering applications as well as in computer vision for material
recognition and classification applications. However, much of the
effort has been focused on measurement and modeling of every-
day materials where the surface reflectance of incident light is well
explained by standard geometric optics. This is because geometric
optics is valid for modeling surface reflectance in a vast majority
of materials spanning dielectrics and metals, and can effectively
model both isotropic [Marschner et al. 1999; Matusik et al. 2003]
and anisotropic [Ngan et al. 2005; Wang et al. 2008; Ward 1992] sur-
face reflectance. However, geometric optics based reflectancemodels
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(a) (b)

Fig. 1. (a) Diffraction observed on a compact disc. (b) Diffraction pattern
produced by a LCD phone screen.

are unable to model iridescence due to wave effects in surface re-
flectance which are characteristic of certain materials. Iridescences
can produce impressive visual effects and interesting color patterns
in surface reflectance and are primarily caused by diffraction or thin
film interference, although in some cases they can also be caused
by dispersive refraction or scattering [Hecht 2014].

In this work, we focus on iridescence due to diffraction effects in
surface reflectance which are becoming increasingly common in our
everyday life. Such effects can be observed in modern manufactured
materials such as optical discs, LCD screens, holographic paper, etc.
(see Figs. 1 and 2), as well as in certain biological structures. In such
materials, the visible iridescence is due to diffraction of light which
happens when the microgeometry of the surface reaches a size
close to the wavelength of light (around 0.5 µm). For instance, on a
compact disc (CD) the bits of information are stored along tracks
that are separated by a distance of around 2.0µm which produce
the separation of white light (Fig. 1, a). In modern LCD screens,
strong diffraction patterns can be observed (Fig. 1, b) due to the high
density of pixels on high definition screens where individual pixels
now reach a size (16−25µm) which is below the coherence length of
white light (65µm) [Mashaal et al. 2012]. Such surface microstructure
is often called a diffraction grating for periodic structures which are
characteristic of manufactured materials.

Optically, such diffraction is the result of reflection of light waves
on a diffraction grating which produces interference between waves.
For a given wavelength, the resulting intensity is zero for destructive
interferences (sum of out of phase waves) and doubled for construc-
tive interferences (sum of waves in phase). The constructive and
destructive interferences happen at different angles depending on
the wavelength of light. Hence, white light is separated into its main
colours producing colourful patterns. The colours always happen in
the same order from violet to red (short wavelengths to longer wave-
lengths) and repeat spatially with each repetition of the spectral
decomposition referred to as an order of diffraction (Fig. 3).
The rendering of diffraction effects has traditionally been some-

what challenging in computer graphics due to the computational
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(a) (b) (c)

Imaged diffraction grating using 
bokeh photography (above). 

Its generated diffraction pattern 
(bottom right).

(d)

Fig. 2. Renderings of diffraction effects observed in surface reflectance of a few common materials. (a) – (c) Proposed data-driven rendering results. (a)
Diffraction patterns produced by an HTC 8X phone screen due to complex environmental illumination. (b, c) Diffraction patterns due to a point light source:
(b) Bragg diffraction produced by a laptop (Lenovo Yoga) LCD screen, and (c) diffraction on a holographic paper. (d) Diffraction grating of an LG G3 phone
screen measured using proposed “bokeh" photography and the resulting diffraction pattern rendered using a first order approximation (bottom right).

Fig. 3. Orders of diffraction due to reflection off a grating. Light is diffracted
according to the visible spectrum from violet to red. Orders may overlap to
create superposition of colours

complexity of simulating such effects from the perspective of physi-
cally based rendering. Diffraction was first studied by Stam [1999],
who introduced a diffraction shader for rendering applications.
Building upon Stam’s work, a few physically based reflectance
models and rendering techniques have subsequently been devel-
oped for diffraction effects. However, these suffer from either being
computationally expensive due to required wave/Fourier optics
simulations, or require extensive pre-computation for real-time ren-
dering [Dhillon et al. 2014]. Secondly, these reflectance models and
rendering approaches typically require a height field of the diffrac-
tion grating as an input. Since these gratings consist of microscopic
structures not visible to the naked eye, they cannot be easily mea-
sured with typical reflectance capture setups. In fact, most previous
work in computer graphics has focused on statistical or analytic
modeling of common grating distributions for this reason. Dhillon
et al. [2014] were recently the first to do measurements of diffrac-
tion gratings for a realistic rendering application. However, they
employed a very specialized Atomic Force Microscope (AFM) for
accurate measurement of diffractive microstructures for a biological
application. We note that materials that exhibit diffraction effects
are now becoming increasing common, particularly due to advances
in material manufacturing processes. Hence, practical methods for
realistic rendering of such effects are becoming increasingly impor-
tant for various applications.

In this work, we aim to overcome some of the above challenges
and propose both a practical measurement approach as well as
an efficient measurement-based rendering technique for realistic
rendering of complex diffraction effects in surface reflectance of
planar homogeneous diffractive samples. Our proposed measure-
ment approach only requires a regular digital camera and LED flash
illumination, while our proposed data-driven rendering technique
only requires a single pre-computed diffraction texture look-up for
real-time rendering of complex diffraction patterns. Furthermore,
we propose a practical method for observing microscopic diffrac-
tion gratings in sharp specular surfaces using out-of-focus “bokeh”
photography of specular highlights. We demonstrate how such a
bokeh measurement can be interpreted as a grating height field
for efficiently driving a standard diffraction shader in conjunction
with a first order diffraction approximation. Finally, we also drive
analytic solutions for a few special cases of diffraction from our
measurements and demonstrate efficient rendering with complex
light sources and environments. Overall, our approach provides
significant practical benefits for real-time rendering of commonly
observed (yet complex) diffraction effects in surface reflectance.

2 RELATED WORK
In the following, we discuss the most relevent previous work on
diffraction and iridescence effects in computer graphics.

2.1 Diffraction effects in reflectance
Stam [1999] introduced a physically based reflectance model for
diffraction derived from Kirchhoff theory. Stam’s model is an exten-
sion of the He-Torrance model [He et al. 1991] to include anistropy
and requires as an input a height field h that describes the micro-
scopic variations of height of the diffraction grating. The diffraction
contribution in the BRDF comes from a p function that is dependent
on both the height-field h and the viewing and incoming light direc-
tions and has to be calculated at every frame of an animation. As a
result, the general form of the BRDF cannot be computed at real-time
framerates since it requires the computation of a two-dimensional
Fourier transform of the correlation of the p function.
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Sun et al. [2000] rendered iridescence in optical discs by mod-
elling the grooves on a CD as consecutive spheres. Although their
method produces realistic results of iridescence on optical disks, the
approach is specific to CDs and cannot be extended to other types
of diffraction gratings.
Agu and Hill [2002] derived an analytic diffraction model for

reflectance based on the Huygens-Fresnel principle. Their BRDF
focuses on multislit diffraction along one dimension, i.e, diffraction
produced by a periodic microstructure made of rectangles. Although
this BRDF is simpler than those based on Fourier optics, the model is
limited as it cannot be used to render arbitrary diffraction patterns.
We employ a variant of this model in our work to render diffraction
in some special cases and estimate a few model parameters from
our measurements.
Lindsay and Agu [2006] have proposed adaptively sampling the

diffractive BRDF into spherical harmonics (SH) basis for real-time
rendering. Their method better preserves the peaks of the diffraction
and the dynamic range for rendering and allows integration over
the entire hemisphere of illumination. However, the reconstructed
diffraction pattern does not preserve high frequencies due to usage
of low order SH basis for lighting and BRDF.

More recently, Cuypers et al. [2012] have proposed a very general
reflectance model for diffraction based on formulation of a wave
BSDF usingWigner distributions that supports both direct and multi
bounce simulations of diffraction using a ray-tracing framework.
Similar to Stam’s model, this approach requires the underlying
microstructure of the grating as input in order to carry out the
simulation of various forms of diffraction and interference.

Dhillon et al. [2014] recently proposed a reformulation of Stam’s
BRDF for real-time rendering. Their method uses a Taylor expan-
sion to break the dependency between the height field and the
viewing and incoming light direction. This allows a precomputation
of diffraction look up tables (terms of the Taylor expansion) using
windowed Fourier transforms that can be employed for real-time
rendering. Compared to Dhillon’s approach which requires many
(30-80) lookup tables, our data-driven rendering approach requires
pre-computation of just a single diffraction look-up table based
on a first order (Born) approximation. Dhillon et al. also propose
a measurement approach to record diffraction microstructures of
biological specimens (snake skin) using a specialized Atomic Force
Microscope (AFM). Although very accurate, such a measurement
approach requires very specialized laboratory equipment that is not
commonly available. The AFM also relies on physical contact with
the diffractive sample in order to make very precise measurements
of the surface microstructure. Some highly specular diffractive ma-
terials such as LCDs or CDs have a transparent (glass or plastic)
layer covering the diffractive (grating) layer making them unsuit-
able for measurement with such an approach. Instead, we propose a
practical method to measure the diffraction grating of such specular
samples just using commodity digital photography equipment.
Kang et al. [2015] have recently proposed an RGB diffraction

model that avoids full spectrum computations and evaluates a mi-
crofacet BRDF model at different rotations of the half-vector for
each color channel, producing a separation of colours. Although
very simple to implement, their model does not guarantee physi-
cally correct rendering. This is because depending on the rotation

of half-vectors, the diffracted colours may not happen in the right
order. Besides, their method only applies for modeling anisotropic
materials as a rotation of the half-vector does not have any effect
for an isotropic material.

Also related is the recent work of Dong et al. [2015] who propose
employing a profilometer to measure the microstructure of metallic
surfaces and drive both microfacet BRDF as well as Kirchhoff scat-
tering (wave optics) based BRDF model for rendering the aggregate
surface appearance. Although the microgeometry measurements
with a profilometer are down to the scale of the wavelength of
visible light, diffraction effects were not modelled in this work.

2.2 Other wave effects
Researchers have investigated other iridescent and wave effects
more broadly in computer graphics. Sun et al. [2000; 1999a; 1999b]
have extensively studied full spectral rendering for modeling irides-
cence due to thin film interference. In subsequent work, Sun [2006]
proposed an RGB-based renderer for efficient simulation of biolog-
ical iridescence. Granier and Heidrich [2003] have also proposed
a simplified RGB-based BRDF model for modeling iridescence in
layered materials. Imura et al. [2009] have proposed rendering struc-
tural colors in reflectance due to thin film or multi-layer interfer-
ence as well as diffraction in a unified framework of optical path
differences in microstructure. Also related is the work of Hullin et
al. [2010] who employed spectral BRDF measurements for modeling
bispectral materials exhibiting fluorescence.

Besides iridescence in material reflectance, researchers have stud-
ied other iridescence effects in nature. Sadeghi et al. [2012] have
proposed a physically-based model for simulation of rainbows that
goes further than standard Lorenz-Mie theory (spherical particle
assumption) [Frisvad et al. 2007] to also model wave effects due to
non-spherical water droplets in the atmosphere. Hullin et al. [2011]
have proposed a rendering method and pipeline to simulate physi-
cally based lens flare including dispersion and diffraction effects in
lenses in real-time. All these methods explicitly simulate the wave
optics effects whereas ours employs a direct measurement of surface
diffraction to avoid expensive calculations at runtime.
Researchers have also studied wave effects more broadly in the

context of audio and visual simulations. Tsingos et al. [2001] have
considered diffraction effects due to presence of occluders for sound
propagation and simulation using a ray tracing approach. Ziegler
et al. [2008] have proposed wave-based occlusion handling for en-
hancing the realism of digital holography and efficient real time
relighting of holograms. They employ the scalar theory of diffrac-
tion to simulate defocusing and diffraction caused by an occluder.
However their method is specific to computer generated holograms.
Oh et al. [2010] have proposed an augmented light field framework
to model transmissive diffraction effects due to an occluder using a
ray based formulation which does not require simulation of wave-
front propagation. Similarly, Wu and Zheng [2013] have proposed
a ray-based approach to simulate wave effects in participating me-
dia exhibiting absorption and scattering. In contrast, Musbach et
al. [2013] have proposed full wavemodeling of light propagation and
reflection using finite difference time domainmethod to simulate the
advancement of electric and magnetic fields in a 3D scene. Wave ef-
fects have also been considered by Levin et al. [2013] for fabricating
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BRDFs with high spatial resolution, and by Ye et al. [2014] for cre-
ating custom BxDF displays based on multilayer diffraction. These
works aim at fabricating structures that match given reflectance
characteristics whereas in this work we measure microstructures to
reproduce diffraction effects in surface reflectance.

3 OVERVIEW
Diffraction in surface reflectance is a complex optical phenomenon
that presents two primary challenges for rendering: measurement
and computation. In this work, we tackle these challenges by propos-
ing practical measurement setups and efficient measurement based
rendering techniques for complex diffraction effects. Our two pri-
mary contributions in this work are as follows.

• We propose a practical approach for direct measurement
of diffraction effects in surface reflectance of planar ho-
mogeneous samples and a novel rendering technique to
efficiently render the measured diffractive irradiance in
real-time using a single texture look-up. The approach re-
lies on the Huygens-Fresnel principle in conjunction with
a first order approximation and can enable full spectral ren-
dering and simulate complex light sources using efficient
precomputation.

• We propose a novel optical setup to practically observe
the diffraction grating of highly specular planar samples
using a DSLR camera equipped with a standard zoom lens.
We demonstrate how bokeh photography of a specular
highlight with this setup can be employed as a height field
to efficiently drive a diffraction shader with a first order
approximation.

Besides the above primary contributions, we also demonstrate
how our measurements can be employed for rendering some special
cases with an analytic multislit diffraction solution [Agu and Hill Jr
2002]. The rest of the paper is organised as follows: in Section 4,
we present our novel data-driven rendering approach for rendering
complex diffraction patterns using a single pre-computed look-up
table. Not all diffractive samples however allow direct measurement
of the diffraction pattern due to limited sample size or due to large
spatial spread of the pattern. Moreover, regular diffraction shaders
instead require the underlying diffraction grating height field as
input for Fourier optics simulation of diffraction. Hence, in Section
5 we present how the diffraction grating of highly specular planar
samples can be practically observed using bokeh photography and
how the data can be interpreted as a height field for diffraction
shaders. Finally, in Section 6, we present additional rendering results
including rendering with complex light sources and rendering with
analytic solutions for a few special cases.

4 DATA-DRIVEN RENDERING OF DIFFRACTION
We propose a novel data-driven approach to efficiently render com-
plex diffraction effects in real-time using a single texture look-up
based on the measured irradiance. Our rendering technique exploits
the Huygens-Fresnel principle in conjunction with a first order Tay-
lor approximation to arrive at our proposed data-driven diffraction

BRDF model. In the following, we first briefly present the math-
ematical formulation before describing our rendering model and
measurement approach.

4.1 Huygens-Fresnel principle and irradiance
We first derive an expression for the irradiance of a diffraction
pattern based on the well known Huygens-Fresnel principle. The
principle states that any point on a wavefront acts as a secondary
source and emits a new spherical wave with same frequency, am-
plitude and phase as the original wave and these new spherical
waves all sum up in order to create the wavefront at a later time
[Cowley 1995; Ersoy 2006]. Hence in the case of reflection on a
diffractive surface, each point P(x ,y) creates a spherical wavelet
whose contribution has to be summed up over the entire surface.

S (at infinity)
𝑢𝑆

𝑢𝑀P

O
O’

u

vy

x

Σ

Diffractive surface Σ
Screen of observation

zL

𝜃𝑣
𝜃𝑢

M

Fig. 4. Diffraction produced by reflection on a diffractive surface Σ (with
height field h) and observed on a screen at a distance L.

Mathematically, given reflection on a diffractive surface Σ with
height field h, the complex amplitude observed at a point M(u,v)
on a screen at a distance L from the surface (see Fig. 4) is given by:

a(M, λ) =
iso
λL

eiωt
∫ ∫

Σ
h(x ,y)eikδSPMdxdy, (1)

where k = 2π
λ is the spatial frequency of the wave with wave-

length λ and so is the amplitude of the light source S and δSPM is the
optical path between the points S , P andM . We assume Fraunhofer
(far-field) diffraction to apply in this setting with the screen and the
light source S far from the diffractive surface Σ.
Equation 1 can be expanded as follows based on a first order

approximation of the optical path δSPM (see Appendix A):

a(M, λ) =
iso
λL

ei(ωt+k(δSO+L))
∫ ∫

Σ
h(x ,y)e−ik (

xu+vy
L − ®OP . ®uS )dxdy

(2)
A change in parametrization using the angles θu and θv (Eq. 3)

and ®OP .®uS = −(xξ + yη) with ®ωi = −®uS = (ξ ,η, ϵ) lead to the final
expression of the amplitude (Eq. 4) whereH is the Fourier transform
of h. This is valid using small angles approximation for reflection
close to normal incidence.

sin(θu ) ≈ tan(θu ) =
u

L
and sin(θv ) ≈ tan(θv ) =

v

L
(3)

a(M, λ) =
iso
λL

ei(ωt+k (δSO+L))H (k(ξ + sinθu ),k(η + sinθv )) (4)
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We can finally derive an expression for the diffraction irradiance
I (M, λ) that is measured on the screen as the square module of the
complex amplitude I (M, λ) =< a(M, λ)a∗(M, λ) > :

I (M, λ) = (
so
λL

)2 < |H (k(ξ + sinθu ),k(η + sinθv ))|2 > (5)

Note that a sensor such as our eyes or a camera directly measures
the above diffraction irradiance pattern. The pattern is mostly invari-
ant to the angle of incidence of the light source, with the only effect
being that the pattern is translated in the plane (u,v) by (ξ ,η). Let
®t and ®b denote the tangent and bitangent of the diffractive surface.
Then the irradiance can also be parameterized in terms of the vector
®h = ®uM − ®uS as follows.

I (k(®h.®t),k(®h.®b)) = (
so
λL

)2 < |H (k(®h.®t),k(®h.®b))|2 > (6)

Eq. 6 forms the basis of our data-driven rendering approach. For
simplicity, the term (

so
L )2 is omitted in the next sections as it only

affects the brightness of the final rendering depending on the light
source distance (L) and intensity (s0).

4.2 Rendering model
Our rendering approach takes into account the diffuse, specular and
diffractive components of the BRDF fr separately (Eq. 7).

fr ( ®ωi , ®ωo ) = di f f use + specular + di f f raction (7)
For rendering reflections on regular surfaces, we compute the

diffuse and specular components using a standard geometric optics
BRDF model for isotropic reflections such as Cook-Torrance [1982].
For rendering diffractive surfaces, we employ a simplified diffrac-
tion model based on a first order (Born) approximation of Stam’s
model [1999] (see Appendix B):

fr,dif f raction ( ®ωi , ®ωo , λ) =
4π 2F 2G

λ4 < |H (ku,kv)|2 > (8)

Here, H is the Fourier transform of the height map h, and F and
G are the standard Fresnel and geometric terms in Stam’s model.
This can be further expressed in terms of the irradiance function
(Eq. 6) as:

fr,dif f raction ( ®ωi , ®ωo , λ) =
4π 2F 2G

λ2 I (k(®h.®t),k(®h.®b)) (9)

Note that the I (k(®h.®t),k(®h.®b)) term in the above BRDFmodel takes
into account the diffraction for a single wavelength. For rendering,
we employ its formulation Sd (®h) that integrates the diffracted irra-
diance for each wavelength in the visible spectrum [λmin ; λmax ]

(Eq. 10 and 11), assuming that the Fresnel term does not depend on
the wavelength :

fr,dif f raction ( ®ωi , ®ωo ) = 4π 2F 2( ®ωi , ®ωo )G( ®ωi , ®ωo )Sd (®h) (10)

Sd (®h) =

∫ λmax

λmin

1
λ2 I (

2π
λ

®h.®t ,
2π
λ

®h.®b)dλ (11)

Such a diffraction term can be calculated efficiently in real-time
by precomputing Sd into a lookup table and accessing it as a texture
in a GLSL fragment shader. The calculations are done in the XYZ

colour space to accurately take into account the spectrum of the
light source in the scene. Given the spectral power distribution
of a light source P and the CIE colour matching functions x̄ , the
diffracted irradiance for the X component is given by Eq. 12. Similar
computations can be done for the Y and Z components.

Sd,X (®h) =

∫ λmax

λmin

1
λ2 I (

2π
λ

®h.®t ,
2π
λ

®h.®b)P(λ)x̄(λ)dλ (12)

We employ this formulation to index the Sd lookup table in a
fragment shader for our data-driven BRDF model.

4.3 Imaging and precomputation

(a) (b)

Fig. 5. (a) Measurement setup shown with the house lights switched on.
(b) An LED flash illuminates the sample with a red spectral filter for mea-
surement of the diffraction pattern.

We now describe our measurement approach for imaging diffrac-
tion effects. We make the observation that for many common planar
homogeneous diffractive samples, the diffraction pattern can be
directly observed on the sample when it is illuminated with a point
light source. We employ a regular DSLR camera (Canon 650D) with
a standard lens (EF-S 18-55mm IS II) for our measurements and a
smartphone (iPhone 5S) LED flash as the light source in our setup
(Fig. 5).We adjust the light source distance from the sample such that
the diffraction pattern is entirely visible on the sample. The distance
typically varied from 10 centimeters to 3 meters in our measure-
ments. We also attach a narrow band spectral filter (Roscolux thin
film sheet) in front of the LED flash in order to restrict the diffraction
measurement to nearly a single wavelength. We empirically chose a
red filter (peak transmission at 680 nm) and in some cases a green
filter (peak transmission at 520 nm) for our measurements as these
provided us with the good color isolation and clean measurements.
We also used only a single color channel of the camera to have even
better spectral separation. With this setup, we take a high-dynamic
range (HDR) photograph [Debevec and Malik 1997] of the diffrac-
tion pattern and remove the black levels. Fig. 6 shows two examples
of data captured with this setup (also see supplemental material).
Our measurement corresponds to reflected radiance Lo due to

incident radiance Li from the light source:

Lo (®h, λ) =
4π 2F 2G

λ2 I ((k(®h.®t),k(®h.®b))(®n. ®ωi )Li (λ) (13)

The measurement is done as close to normal incidence as possible
(G ≈ 1 and ®n. ®ωi ≈ 1) with unit incident radiance (after radiometric
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(a) (b)

Fig. 6. Photograph of diffraction patterns. (a) LG phonewith a green spectral
filter. (b) Holographic paper with a red filter.

calibration), and for a single wavelength λm . Therefore we measure
the quantity :

Lo,m (®h, λm ) =
4π 2F 2

0
λ2
m

I (
2π
λm

®h.®t ,
2π
λm

®h.®b) (14)

where F0 is the Fresnel factor at normal incidence.
The next step is to compute the diffraction pattern under any ar-

bitrary illumination spectrum from the photograph captured under
narrow band illumination. The photograph provides a measurement
of the irradiance for all (®h.®t , ®h.®b) and a given wavelength λm . First,
we detect the center of the specular reflection as the center of the
lobe having the maximum brightness in the image. This is the or-
der 0 of diffraction. We then sample the range [−1; 1] × [−1; 1] to
sample the values of (®h.®t , ®h.®b). For each sampled value, we calculate
the integral of Eq. 15 using the trapezoidal rule. As the reflected
radiance Lo,m has been measured for a given wavelength λm , we
evaluate it at Lo,m (

λm
λ

®h, λm ) in the integral. This way, we estimate
the intensity function for any wavelength from a single measure-
ment at one unique wavelength and employ this to compute the Sd
lookup table.

Sd,X (®h) =
1

4π 2F 2
0

∫ λmax

λmin

λ2
m
λ2 Lo,m (

λm
λ

®h, λm )P(λ)x̄(λ)dλ (15)

The final output of the above steps is a lookup table Sd sampled
in [−1; 1] × [−1; 1]. Similarly to [Dhillon et al. 2014], a non linear
sampling may be required when the diffraction happens very close
to the specular reflection (e.g., in LCD screens). Such a sampling is
given by (unl ,v

n
l )with (ul ,vl ) sampled uniformly in [−1; 1]×[−1; 1]

and n an odd power (typically 5). The above computation of the
lookup table is very efficient and computing a 2048 × 2048 lookup
table using an HDR photograph of the diffraction pattern of size
1000× 1000 took only a few seconds on an Intel i7-4720HQ (2.6GHz)
laptop.

4.4 Rendering results
We now present some diffraction patterns rendered with our data-
driven rendering approach. The renderings were computed assum-
ing a full white illumination spectrum but can be calculated for any
spectral distribution. Additional examples are presented in Section 6.

(a) (b)

(c) (d)

Fig. 7. Rendered diffraction patterns of phones. Top-row: HTC 8X. Bottom-
row: LG G3. (a, c) Photograph. (b, d) Rendering.

(a) (b)

Fig. 8. Diffraction pattern of a holographic paper. (a) Photograph. (b) Ren-
dering.

Figure 7 presents side by side comparisons between the render-
ings of diffraction pattern produced by smartphone LCD screens
using our method and a photograph. The two smartphones exhibit
different diffraction patterns that are accurately rendered. Here, the
basic reflectance maps for the two phones were measured using
polarized second order gradient illumination emitted by a desktop
LCD panel according to [Ghosh et al. 2009]. Here, the phone bodies
are rendered using Cook-Torrance BRDF with measured diffuse and
specular albedo, while the screens are rendered with our data-driven
diffraction model replacing the specular component of the BRDF.
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(a) (b)

Fig. 9. (a) Pixels of an HTC smartphone LCD screen seen through a bokeh. (b) Tracks on a CD-R seen through a bokeh. Note that only the blue channel of
the bokeh is used as blue wavelength is observed to have the sharpest detail and least scattering.

sensor

Focal distance

1st layer : 
transparent 

glass

2nd layer : 
diffraction 

grating

Focal distance

BokehIn focus

sensor

Fig. 10. (Left) The first layer of the sample is in focus (e.g., glass on a smartphone LCD). The specular highlight and diffraction pattern are visible. (Right) The
first layer of the sample is out of focus, but the second layer becomes in focus revealing the diffraction grating.

Figure 8 is a side by side comparison between our method and
a photograph of the diffraction pattern produced by a holographic
paper. Unlike the phone screens, the holographic paper is rough
specular making wider lobes of diffraction. Here, wemodeled the the
bumpiness of the holographic paper’s surface from measurement
using step-edge illumination according to Wang et al. [2011]. Note
that the rendering only exhibits up to 1st order diffraction compared
to the photograph where some 2nd order diffraction is also visible.
This is because the rendering is driven by a measurement which
only included up to 1st order diffraction in the pattern visible on the
sample with the specific spectral filter (Fig. 6 b). We present alternate
renderings of the pattern which include 2nd order diffraction in
Section 6. Note that in the above renderings, the central specular
highlight (0th order diffraction) is also included in the measured
diffraction pattern and hence rendered with the proposed data-
driven approach.

5 BOKEH PHOTOGRAPHY OF DIFFRACTION
GRATINGS

In the previous section, we presented a novel data-driven render-
ing approach that relies on direct observation of the diffraction

irradiance pattern on the surface of a planar homogeneous sam-
ple. However, such direct observation of the irradiance pattern is
not always possible on a sample, e.g., due to limited sample size
or due to large spatial spread of the pattern relative to the sample.
Moreover, typical diffraction shaders instead require the underlying
grating structure as input for Fourier optics simulation of the re-
sulting diffraction. The size of microstructures in typical diffraction
gratings are around the micrometer. Hence, their accurate measure-
ment usually requires highly specialized microscopy equipment.
For instance, Dhillon et al. [2014] have employed an AFM which
has the advantage of not being diffraction limited at such micro-
scopic scales compared to an optical setup. However, besides being
a very specialized and expensive equipment, an AFM relies on direct
physical contact with a diffractive surface in order to measure its
microstructure. Some highly specular diffractive materials such as
LCD screens or optical discs have a transparent (glass or plastic)
layer covering the diffractive layer making them unsuitable for di-
rect contact based measurement. Instead, for such common highly
specular diffractive surfaces we propose a practical method to mea-
sure the underlying diffraction grating by photographing the bokeh
of a specular highlight seen on the sample surface.
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5.1 Measurement
Our measurement approach simply employs a regular DSLR camera
equipped with a standard zoom lens for high resolution imaging
of the bokeh and a point light source for illuminating the sample
surface. In this case, we equip the camera (Canon 650D) with an
entry level 55-250 mm zoom lens (Canon EF-S f/4-5.6 IS STM) which
allows focus at a relatively short distance of 0.85 meters1. We place
the camera around 85 centimeters from the sample and illuminate
the shiny diffractive sample with a phone (iPhone 5S) LED flash from
a distance of around 3 meters. Additionally, we set the camera to the
largest aperture setting allowed by the lens in this setup (f/5.6) as we
desire a shallow depth of field. We then zoom as much as possible
on to the specular highlight on the sample due to the LED flash and
go out-of-focus on the specular highlight to capture its bokeh. What
appears on the camera sensor in this setting is a high resolution
image of the underlying diffraction grating. It should be noted that
the grating is rotated by 90◦ on the sensor due to the rotation of the
lens focus ring for out-of-focus photography. We invert this rotation
in post-process. Two examples of diffraction gratings seen through
a bokeh are shown in Fig. 9 (also see supplemental material).
Such an imaging mechanism has similarity with confocal imag-

ing [Wilson et al. 1998]. In our case, when the camera is in focus
on the first (transparent) layer, both the specular highlight and the
diffraction pattern are visible. However, when the camera goes out-
of focus on the specular highlight, the first layer becomes blurry but
the second layer (the diffraction grating) becomes visible (Fig. 10).
Note that Mohan et al. [2009] have proposed a related method that
uses a bokeh to observe tiny barcodes called bokodes. However,
their method uses backlighting for the barcodes and a specific mag-
nification lens is mounted in front of the bokodes to make them
visible to a camera.

5.2 Height field for rendering
We infer the recorded bokeh images as the height field of the un-
derlying diffraction grating for rendering with a diffraction shader.
Here, we simply infer the recorded image intensity (up to an affine
transformation) as surface height field based on a standard “dark-
is-deep" heuristic typically employed in shape-from-shading. This
is based on the observation that the measured diffractive surface
patch inside the bokeh can be assumed to be uniformly lit at this
microscopic scale by the spatial PSF of the out-of-focus specular
highlight. In practice we interpret only the observation of the blue
channel (shortest wavelength) of the bokeh, which we observe to
contain the sharpest detail2, as the height field.

The above can be seen as a geometric optics interpretation of the
proposed bokeh measurement. Interestingly, there is also a Fourier
optics interpretation of the above measurement which can once
again be motivated by the Born (first order) approximation of a
diffraction BRDF. In the case of the Born approximation, the spectral
density of the underlying height field can be directly “seen” in

1A similar entry level zoom lens with a larger zoom factor such as the Canon EF
Telephoto 75-300 mm - f/4.0-5.6 III USM does not work as well since its minimum focal
distance is 1.5 meters.
2Any optical system is diffraction limited and therefore cannot resolve two points that
are very close according to the Rayleigh criterion. The smaller the wavelength, the
higher the resolution that can be imaged [Cowley 1995].

the specular highlight [Stam 1999]. This implies that the visible
specular lobe can be approximated as the result of an optical Fourier
transform (FT) of the underlying height field h. Furthermore, in the
case of measurement (a real valued function), the inverse Fourier
transform (IFT) is just the conjugate of the FT with equal magnitude
and opposite phase. According to Fourier optics theory of lenses
[Stark 2012], if a transmissive object is in the focal plane of a lens,
then the lens computes the Fourier transform of the transmission
function in its other focal plane. The process of bokeh photography
can be seen as imaging the other focal plane of the lens optically
recording the FT of the transmission function. Thus, with the Born
approximation, our proposed bokeh photography of the specular
highlight can be seen to compute the IFT of the spectral density
function with an optical FT (only magnitude not phase), revealing
the grating height field h.

Based on the above insights, the bokeh measurements can be em-
ployed as grating microstructure in conventional diffraction shaders.
In practice, we need to first apply deconvolution to the measured
grating structure because the lens aperture acts as a low pass filter
on the measured signal [Stark 2012]3. We employ Richardson-Lucy
deconvolution (Matlab) on the bokeh images (assuming a Gaussian
PSF with empirically chosen parameters, see Fig.11) and an affine
transformation obtained from measurements of a known grating
(see Appendix C) to obtain the height fields for renderings. We need
one additional calibration step in order to drive a diffraction shader
with our measurement which is the spatial resolution at which the
grating is sampled with our imaging setup. We infer this unknown
spatial scale and affine transformation for interpreting measured
intensities as height field from similar bokeh measurement of a
known reflective diffraction grating. This step is explained in more
detail in Appendix C.
Fig. 12 shows diffraction patterns generated for two types of

smartphone LCD screens (HTC 8X and LG G3) by employing the
deconvolved bokeh measurement as a height field according to the
rendering method of Dhillon et al. [2014]. However, instead of a
higher order Taylor approximation employed by Dhillon et al. for
rendering natural biological structures, we simply employ a first
order Taylor approximation to render the diffraction pattern of the
periodic gratings that we image with the bokeh technique. This
requires us to only store three pre-computed look-up tables (1st
order Taylor terms) for real time rendering of the diffraction pattern
with the approach of [Dhillon et al. 2014].

Fig. 13 shows comparison renderings of diffractions patterns
generated for the LG G3 grating with increasing orders of Taylor ap-
proximation. As can be seen for the periodic structure of the phone
LCD screen, the first order Taylor approximation provides a good
qualitative result and in fact higher order Taylor terms make the
rendering result worse due to additional high frequencies that ap-
pear when the Taylor expansion has not yet converged (we refer to
[Dhillon and Ghosh 2016] for a more detailed disussion of this phe-
nomenon). This implies that diffraction patterns of period grating
structures can be efficiently rendered in a diffraction shader using a
low order approximation. In fact, Chebyshev polynomials [Dhillon

3The larger the lens aperture diameter, the smaller is the effect of the blur due to the
lens pupil. We employ the largest aperture setting (f/5.6) allowed on the lens.
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(a) (b)

(c) (d)

Fig. 11. Measured bokehs (a, c) vs deconvolved gratings (b, d) used as height
field in a diffraction shader. (Top-row) HTC 8X phone. (Bottom-row) LG
G3 phone.

(a) (b)

Fig. 12. Rendered diffraction patterns according to [Dhillon et al. 2014]
using the data captured with the bokeh measurement as the grating. (a)
HTC 8X. (b) LG G3.

(a) (b) (c)

Fig. 13. Rendered diffraction pattern for the LG G3 grating according to
[Dhillon et al. 2014] using increasing orders of Taylor approximation. (a)
1st order. (b) 2nd order. (c) 5th order.

and Ghosh 2016] have been recently employed to represent diffrac-
tion more efficiently compared to a Taylor series expansion with
only two pre-computed textures shown to sufficiently accurately
reproduce complex patterns.

(a) (b)

Fig. 14. Bragg diffraction pattern on a laptop screen. (a) Photograph. (b)
Rendering.

Thus, bokeh photography can be used in this manner to prac-
tically observe diffraction gratings and to qualitatively produce
diffraction effects (Fig. 12). However, we note that sharp high fre-
quencies in the diffraction patterns are not reproduced accurately
(compared to photographs in Fig. 7). This is due to the inherent
optical limitations (diffraction limited imaging [Levoy et al. 2006])
of the employed commodity photography equipment (see Figs. 28
and 29) for imaging microscopic structures. The diffraction limit
of a lens is related to its f-number [Edmund Optics 2016]. With an
f/5.6 aperture, our employed lens can theoretically resolve 343 line
pairs per millimetre (lp/mm) at 0% contrast. A high-end zoom lens
such as the Canon EF 70-200mm f/2.8L IS II USM has an aperture
of f/2.8 and therefore a theoretical diffraction limit of 687 lp/mm.
This corresponds to an upper bound of the spatial resolution at
which gratings can be imaged with the bokeh method. Hence, we
believe the rendering results can be further improved by employing
a higher quality zoom lens with a larger magnification factor for
imaging grating structures of highly specular diffractive surfaces.

6 ADDITIONAL RESULTS
We now present some additional results of acquisition and rendering
of diffraction effects with our proposed approaches. All renderings
were carried out in real time in a GLSL fragment shader.We achieved
65 FPS running on an Intel-i7 laptop with an entry level NVIDIA
GTX 960M graphics card.

First, we present some additional results produced with our pro-
posed data-driven technique (Section 4). Fig. 14 presents rendering
of a diffraction pattern observed on a Lenovo Yoga laptop screen
compared to the photograph of the pattern seen on the screen. It
is interesting to note that the pattern seen here is an example of
Bragg diffraction [Cowley 1995], which is the result of diffraction in
a crystal lattice causing an interference pattern. A physically based
simulation of Bragg diffraction would generally be more compu-
tationally expensive given that this is the result of diffraction in
a layered structure. Instead, our data-driven rendering approach
can efficiently render this pattern without any effect on the render-
ing framerate. Since we make a narrow band measurement of the
diffraction pattern to compute the Sd lookup table, our spectral ren-
dering technique can simulate rendering under any arbitrary light
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(a) (b) (c)

Fig. 15. Laptop diffraction pattern rendered with different illumination
spectra. (a) Full spectrum. (b) Incandescent (CIE Illuminant A). (c) Cool
blue (approximated as inverse incandescent).

source spectrum. In Fig. 14 (b), the pattern has been rendered under
a fluorescent white spectrum (CIE Illuminant F1) to approximate
the spectral power distribution of the LED flash in the photograph
(a). Fig. 15 presents rendering of the diffraction pattern under some
other common light source spectra.

(a) (b)

(c) (d)

Fig. 16. Rendering of diffraction pattern on holographic paper with spectral
vs RGB measurements. (a) Red spectral filter. (b) Red channel. (c) Green
channel. (d) Blue channel.

In Fig. 16, we compare the rendering results of our data-driven
approach when using a spectral filter for measuring a narrow band
diffraction pattern for the irradiance function I , versus using regular
broad spectrum LED flash illumination and using the camera’s RGB
channels for spectral separation. In this holographic paper example,
the colors are fairly spread out in the diffraction pattern and simply
employing the camera’s RGB color channels to approximate spectral
measurments works reasonably well in this case. Note that differ-
ent spectral bands spread out by different distances on the sample
during measurement. Hence, renderings employing red spectrum
measurements for the irradiance function, either using the red spec-
tral filter (a) or when using the camera red channel (b), only include

(a) (b)

Fig. 17. Diffraction on the holographic paper bent in a cylindrical shape.
(a) Photograph. (b) Rendering. Note that the 2nd order diffraction lobes
visible in the photograph are not present in the rendering as they were not
recorded in the spectral measurement (see section 4.4).

(a) (b)

Fig. 18. Diffraction pattern of a LED TV. (a) Photograph. (b) Rendering.

1st order diffraction in the rendered pattern. However, renderings
employing the green or the blue color channel measurements in-
clude some 2nd order diffraction (c, d). As expected, the narrow band
spectral measurement results in the most accurate rendering of the
pattern (a) when compared to a photograph (Fig. 8, a). Amongst
results with camera RGB measurements, the green channel result
(c) best matches the photograph in this case.

Themeasurementmethod presented in Section 4.3 assumes planar
surfaces to record the diffraction pattern. However, the generated
lookup table can be used to render any 3D surface as long as the
diffraction is homogeneous over the entire surface. Fig. 17 shows
such an example where the holographic paper is rolled into a cylin-
der about its Y axis resulting in the diffraction pattern (under a
point light) getting compressed horizontally. The cylindrical bend-
ing of the paper alters the shape of the diffraction pattern which is
correctly predicted using our data-driven rendering method.

Fig. 18 presents an additional example of diffraction observed on
a modern LED TV (LG 42” smart TV) screen (a) that is rendered
with our proposed data-driven rendering approach (b). Note that
for the LED TV and other data-driven results presented in the paper,
we also render the central specular highlight (0th order diffraction)
using the measured data. This helps to reproduce the realistic glare
around such highlights in rendering.
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(a) (b)

Fig. 19. Diffraction patterns rendered from grating measurements using
bokeh photography. (a) CD. (b) Blazed diffraction grating (ThorLabs).

Finally, Fig. 19 presents additional examples of renderings of
diffraction patterns of two highly specular diffractive samples gen-
erated from the measured underlying grating structure using the
bokeh photography approach described in Section 5. Here, the
diffraction pattern for the CD (a) was generated using data extracted
from a narrow 1D slice (across the tracks) of the bokeh measurement
shown in Fig. 9, (b) as the grating. Similarly, the rendering of the
blazed grating (b) has been generated using the bokeh measurement
shown in Fig. 27 as the underlying grating. Note the asymmetry
in brightness of the rendered diffraction lobes about the central
specular highlight which is the result of the underlying asymmetric
(blazed) height field. We present an alternate way to exploit such
bokeh measurement for driving parameters of an analytic solution
for diffraction in the next section.

6.1 Analytic Multislit Rendering
Thus far, we have presented results of diffraction patterns rendered
with our proposed data-driven rendering method, or with our pro-
posed bokeh photography method for measurement of diffraction
gratings in the case of highly specular surfaces. However, in some
cases, the diffraction pattern on a sample cannot be directly pho-
tographed for data-driven rendering, e.g., due to the large spatial
spread of the pattern across the sample boundary or due to dis-
continuities of the pattern on the sample due to spatial variation.
Employing the bokeh technique instead to measure the diffraction
grating is also not always possible, e.g., if the diffractive region is
not sharply specular enough or large enough to image the bokeh.
Instead, we note that if the structure of the overall diffraction pat-
tern seen on the sample is fairly simple (e.g., radial or 1D), then in
some cases it is possible to apply the well-known analytic function
due to multislit diffraction (special case corresponding to diffraction
produced by evenly spaced rectangles called slits [Agu and Hill Jr
2002]) to render such patterns.
The analytic solution for one dimensional multislit diffraction

has three parameters: the number Nx of slits illuminated, the width
wx of a slit and the spacing between the slits ∆x . Its expression is
given in Equation 16 where sinc denotes the function sin(x )

x .

I (θ ,wx ,∆x ,Nx ) = sinc
2(
πwx sin(θ )

λ
)(
sin(Nx π∆x sin(θ )

λ )

Nx sin(
π∆x sin(θ )

λ )
)2 (16)

However, unlike Agu and Hill [2002], we employ it to specifically
model the diffraction irradiance function I in our first order BRDF
model (Equation 9). Fig. 20 presents an example of a holographic

(a) (b) (c)

Fig. 20. Example of a radial diffraction pattern limited to narrow vertical
stripes on a holographic paper. (a) Diffraction pattern without mask. (b)
Rendering with mask. (c) Photograph.

paper that exhibits a radial diffraction pattern that is restricted to a
few narrow vertical stripes on the sample (c). We propose to model
the radial pattern by rotating a 1Dmultislit pattern around its center.
We use this rotated function as the irradiance function in Equation
11 to compute the Sd lookup table for rendering (a). Additionally,
we apply a segmentation mask to restrict the radial pattern to the
narrow vertical stripe regions in the rendering (b). We automatically
segmented the mask region using a brightness threshold applied
to the photograph of the sample under flash illumination (c). Note
that in this case, we render the central specular highlight using a
Cook-Torrance BRDF lobe. Here, we empirically set the parameters
of the 1D multislit equation to best match the spatial spread of the
pattern seen in the photograph of the sample.
Another type of diffractive material that can be well modeled

with such an analytic solution is a compact disc (CD). We model the
diffraction pattern on a CD to be caused by one dimensional multi-
slit gratings that are oriented along the tangent ®t orthogonal to the
direction of the radial tracks. Hence, the above 1D multislit formula
can be used to render diffraction in CDs in the following way: we
first compute the local tangents and bitangents in order to take into
account the local anisotropy. We infer most of the parameters for
the computation of the Sd function from known specifications of
CDs: we set the distance between the slits to ∆x = 2.0 µm and the
size of the slits towx = 0.5 µm. Finally, we infer the only unknown
parameter of the number of illuminated slits (Nx = 21) from our
bokeh measurement of the CD (Fig. 9). We additionally modulate
the 1D diffraction function Sd with an anisotropic Gaussian win-
dowing function in order to soften the edges of the pattern in the
rendering. Fig. 21 compares the rendering of a CD under a point
light source against a photograph. Here, the rendering is compared
to the photograph of the CD in the presence of some ambient room
illumination in order to make the CD itself visible (reflecting the
room and camera) besides the colored diffraction pattern. As can
be seen, the rendering is a close match to the photograph in this
case with the infered parameters. We believe the bokeh photog-
raphy technique could be used in this manner to infer rendering
parameters for other types of sharply specular diffractive materials.

6.2 Rendering Complex Light Sources
We finally present another application of our proposed data-driven
rendering method where we demonstrate rendering results under
more complex light sources including environmental illumination.
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(a) (b)

Fig. 21. Diffraction pattern on a CD due to a point light source. (a) Photo-
graph. (b) Rendering.

(a) (b)

Fig. 22. Diffraction pattern due to a more complex light source (Philips
Color Kinetics iWMR3). (a) Photograph. (b) Rendering using pre-convolved
lookup table.

Fig. 22 demonstrates a rendering result for the HTC phone lit by
a more complex LED light source (Philips Color Kinetics iW MR3)
with two LEDs switched on which causes a superposition of two
off-set diffraction patterns to appear in the photograph. We simulate
this effect in rendering by convolving the measured diffraction of
the HTC phone under a single point source with the point spread
function (PSF) of the iW MR3 light source. We extracted the PSF
of the light source from the photograph of the specular reflection
of the light on the phone screen. Here, convolving the Sd lookup
table with the extracted PSF of the two LEDs gave better rendering
results than pre-convolving the originally measured narrow band
diffraction pattern (irradiance function I ) before computing Sd . This
is due to the fact the lookup table and the measured PSF contain RGB
data whereas the irradiance pattern I consists of a single spectral
measurement. As can be seen, our pre-convolved diffraction lookup
table is able to produce the two observed off-set diffraction patterns
due to the two LEDs while still requiring storage of a single lookup
table for real time rendering.

Fig. 2 (a) presents a rendering of the HTC phone in the Grace
Cathedral environment [Debevec 2001]. Even when lit with envi-
ronmental illumination, strong diffraction effects are visible on the
phone screen due to the high frequency point lights in the Grace
Cathedral. Interestingly, subtle diffraction effects can be seen even
around the broader area lights reflected on the phone screen, such
as the circular window in the center. Here, we assumed a full spec-
tral power distribution of the environmental illumination for the
Sd lookup table of the diffraction pattern and converted that into
sRGB color space for rendering. Additionally, for efficient real-time
rendering, we pre-convolved each color channel of the Grace envi-
ronment with data in the corresponding color channel of the RGB
diffraction lookup table. Here, we assume normal incidence and
employ the half-vector to index the look-up table and the environ-
ment map for the pre-filtering similar to the procedure described
in [McAuley et al. 2013]. Finally, we employ the pre-filtered envi-
ronment as a reflection map for real-time rendering of the resulting
diffraction on the phone screen. Fig. 23 presents additional exam-
ples of rendering of the HTC and LG phone screens and a rough
specular holographic paper in two different high frequency lighting
environments. Please also see the accompanying video for more
extensive visualization of diffraction under environmental illumi-
nation. Our renderings demonstrate that characteristic diffraction
patterns can also be seen under environmental illumination with
high frequency lighting. Finally, Fig. 24 presents a comparison of
our employed pre-convolution approach for real time rendering to
an offline reference rendering with full hemispherical integration.
As can be seen, our pre-convolved diffraction rendering can very
closely approximate the reference rendering result. In this case, we
measured an RMSE error of 7.6% for the pre-convolved rendering
compared to the offline rendering of the phone’s LCD screen.

7 DISCUSSION AND LIMITATIONS
Our proposed data-driven approach can accurately and efficiently
render diffraction effects on many common smooth planar surfaces.
However, since the method relies on direct measurement of the
diffraction pattern on the surface, it is not as well suited for finely
textured or spatially varying diffractive surfaces such as various
kinds of holographic papers with printed patterns (e.g., Fig. 25 a, b).
In such materials, it can become difficult to automatically separate
the observed diffraction pattern from the surface texture/pattern
for building the Sd lookup table. Our method currently also does
not model diffraction effects in layered anisotropic holographic ma-
terials. A common example of this is called kinematic movement
where the observed diffraction moves and changes with rotation
around the sample (Fig. 25, c). Given that we rely on measurements
with an LED flash as the light source, the illumination beam has a
certain spatial spread on the sample. This might make it difficult to
correctly measure the diffraction pattern on a spatially varying sam-
ple with very small disconnected diffractive regions as the specular
highlight incident on the sample may be wider than a single unique
diffractive patch. Some of these problems of measurement of spa-
tially varying samples can be alleviated by employing an alternate
setup commonly used in optics experiments [Ersoy 2006], where
the diffraction pattern is not directly observed on the sample but it’s
reflection is observed on a screen. And smaller diffractive patches
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(a) (b) (c)

Fig. 23. Additional renderings under complex environmental illumination. (a) HTC phone. (b) LG phone. (c) Holographic paper. Here, reflections of spot lights
in the interior environments exhibit characteristic diffraction patterns.

(a) (b)

Fig. 24. Rendering comparison in the Grace Cathedral environment with
(a) pre-convolution for real-time rendering, versus (b) reference offline
rendering with full hemispherical integration.

can also be measured by employing a more collimated beam such
as a laser source. However, diffractive materials are highly specular
in general and employing a laser like source to image reflections
off such samples can lead to eye safety issues. Hence, such mea-
surements are more restrictive and best carried out in a laboratory
setting.

The employed paraxial approximation for indexing the Sd lookup
table works well for rendering with distant light sources. However,
it may result in visible errors when rendering with a very local light
source (near-field) subtending large angles over the sample surface.
Our pre-filtered rendering technique for environmental illumination
assumes axis-aligned rendering of the diffractive sample and does
not model off-axis rotation of the sample about the view vector
(which should cause the diffraction pattern to rotate with the sample
in the rendering). Our renderings also do not include depth-of-field
effects which would be required in practice for accurately rendering
such patterns on diffractive materials. This depth-of-field effect is
noticeable in photographs where a sharp focus on the diffraction
pattern leads to the sample itself being recorded slightly out-of-focus

(a) (b) (c)

Fig. 25. Complex diffractive materials not modeled by our approach. (a)
Holographic paper with fine texture pattern. (b) Spatially varying sample.
(c) Gift bag exhibiting kinematic movement.

and vice-versa. This can however be easily added as an additional
post-processing step.

Besides proposing rendering techniques for observed diffraction
patterns, we also proposed a practical technique for measurement of
diffraction gratings of highly specular samples using bokeh photog-
raphy with an entry level DSLR camera and zoom lens. While our
measurements can qualitatively produce diffraction effects when
employed as gratings in a diffraction shader, we note that these
measurements have limited spatial resolution (due to the employed
commodity photography equipment) compared to high fidelity mea-
surements with specialized microscopy equipment. We believe that
better results can be obtained with our technique in practice by
employing a professional grade DSLR camera and zoom lens with
higher quality optics which should enable imaging of diffraction
gratings at higher spatial resolution. Finally, both our proposed
approaches of data-driven rendering and bokeh photography for
grating measurement rely on a first order approximation of diffrac-
tion. While this works well in practice for diffraction due to peri-
odic structures common in manufactured materials, it is unlikely
to be sufficient for modeling diffraction due to irregular structures
more commonly found in natural materials. Modeling such natu-
ral structures have been shown to require higher order represen-
tations [Dhillon et al. 2014; Dhillon and Ghosh 2016] which are
somewhat incompatible with our first order measurements.
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8 CONCLUSION
To summarize, we have presented practical measurement based ap-
proaches for rendering diffraction effects in surface reflectance of
homogeneous planar material samples. Such diffraction effects are
becoming more common in everyday materials due to advances in
manufacturing and fabrication techniques.Wemake the observation
that while many such observed diffraction patterns are very com-
plex to physically simulate using wave optics principles, they can
be easily photographed in many cases. This inspires us to propose
our practical data-driven approach for rendering complex diffrac-
tion patterns. Our method requires the precomputation of a single
lookup table in a fragment shader which leads to a very practical
solution for real time rendering applications such as games and VR.
Additionally, we present a practical approach for measurement of
diffraction gratings of highly specular samples using regular photog-
raphy equipment and show how to drive a diffraction shader using
such measurements. Both our proposed approaches rely on a first
order approximation which we find to be sufficient for rendering
diffraction due to periodic structures in many common materials.
The first order approximations also make the approaches very effi-
cient for real-time rendering, including rendering under complex
light sources and environmental illumination. We also demonstrate
how our measurements can be useful for estimating parameters of
analytic multislit diffraction for a few special cases which can be
effectively rendered with such analytic solution.

In future work, it would be interesting to extend our approach for
rendering more complex diffraction effects such as layered effects in
a hologram or kinematic effects, as well as rendering highly spatially
varying samples. We would also like to apply such a practical mea-
surement based rendering approach for other iridescent effects such
as thin film interference or dispersion effects in surface reflectance
as well as iridescence in various scattering phenomena.
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A OPTICAL PATH APPROXIMATION
The optical path in the Huygens-Fresnel integral (Equation 1) can
be calculated as δSPM = δSP + δPM assuming the air as a medium.
The optical path δSP = δSA (see Fig. 26). Therefore its value can be
calculated as follows :

δSP = δSA = δSO −OPsin(α) = δSO + ®OP .®uS (17)

The optical path δPM can be expressed as :

δPM = PM =
√
(u − x)2 + (v − y)2 + L2 (18)

A first order Taylor expansion of δPM
λ in the integral then gives:

O

P

S (at infinity)

𝛼

𝑢𝑆

A

Fig. 26. Difference in optical path for between a ray from S to P and a ray
from S to O.

δPM
λ
=

PM

λ
≈

L

λ
(1 +

(u − x)2 + (v − y)2

2L2 ) (19)

This can be expanded in this form :

δPM
λ
=

L

λ
−
xu +vy

Lλ
+
(x2 + u2) + (y2 +v2)

2Lλ
(20)

Ignoring the second order terms in the above expansion in the
Fraunhofer condition of diffraction (negligible magnitude) leads to
a first order approximation of Eq. 1:

a(M, λ) =
iso
λL

ei(ωt+ik(δSO+L))
∫ ∫

Σ
h(x ,y)e−ik (

xu+vy
L − ®OP . ®uS )dxdy

(21)

B FIRST ORDER DIFFRACTION MODEL
We employ a simplified diffraction model in this work that is related
to Stam’s BRDF [1999] through a first order (Born) approximation.
Stam’s BRDF is given by Eq. 22:

fr,dif f raction ( ®ωi , ®ωo , λ) =
k2F 2

4π 2
G

Aw2 < |P(ku,kv)|2 > (22)

Here, the term P(ku,kv) is given by the Fourier transform of the
p(x ,y) = eikwh(x,y) function.

P(ku,kv) =

∫ ∫
Σ
p(x ,y)e−

2iπ
λ (xu+yv)dxdy (23)

With a first order approximation, the p(x ,y) function in Stam’s
model becomes p(x ,y) = 1 + ikwh(x ,y). Here, the 1 factor con-
tributes to the specular reflection and the ikwh term contributes to
the diffraction.

P(ku,kv) =

∫ ∫
Σ
(1 + iwkh(x ,y))e−

2iπ
λ (xu+yv)dxdy (24)

P(ku,kv) = δ (ku,kv) + iwkH (ku,kv) (25)
where H is the Fourier transform of the height field h and δ the

delta Dirac function. Hence, with the first order approximation, the
diffractive component of Stam’s BRDF can be written as:

fr,dif f raction ( ®ωi , ®ωo , λ) ∝
4π 2F 2G

λ4 < |H (ku,kv)|2 > (26)
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The coefficient of proportionality in the above equation is 1
A .

Note that the microstructure of the diffractive sample is assumed to
be homogeneous. Hence a change in the area of integration changes
the value of < |H (ku,kv)|2 > proportionally to A so that the ratio
< |H (ku,kv) |2>

A remains the same. As a result 1
A only modifies the

brightness of the diffraction pattern. This is taken care of in the
rendering with an exposure setting which is why the derivations in
section 4.2 omit the proportionality factor.

C BOKEH CALIBRATION
We need to calibrate for the unknown spatial scale of observations
of the diffraction grating using the bokeh method described in sec-
tion 5. In order to do this, we used a known blazed diffraction
grating [ThorLabs 2015] specified to have 600 lines per millimetre
and observed it using the bokeh method. The diffraction grating
seen through the bokeh is shown in Fig. 27. Note that the specular
reflection is orange even when it is illuminated under white light
due to the spectral reflectance profile of the grating which inte-
grates to the orange part of the visible spectrum. As the diffraction
grating has 600 lines per millimeter and we observe around 106
lines inside the bokeh, we can infer that a pixel inside the bokeh
represents 0.083 µm. We also plot the average height field along
several horizontal cross sections of the bokeh in Fig. 29 (using green
channel data since there is no blue reflectance) and compare it to
the specifications of the grating given in Fig. 28. The red plot of
the height field shows a periodicity due to the lines of the grating
but does not show a regular slope as described in the specifications.
This is due to the blur in imaging setup (due to lens aperture and
optics) with our commodity photography equipment. The orange
plot shows the corresponding height field after deconvolution with a
more prominent blaze profile. These two plots do not directly match
the real height field given by the blue curve. As a result we solve
the optimisation problem given in equation 27 (N is the number
of samples along the x axis) to find an affine transformation of the
deconvolved grating profile that best match the real grating profile.
The final result has a RMSE of 5.83% which gives us a quantification
of the error produced by the diffraction limit of the lens. We then
apply that same affine transformation to the measured gratings of
the phones and CD (see section 5) before computing the Taylor
series lookup tables for rendering according to [Dhillon et al. 2014].

arд min
a,b

N∑
k=1

(hr eal,k − a(hdeconvolved,k − b))2 (27)

Fig. 27. (Left) ThorLabs diffraction grating seen through a bokeh. (Right)
Zoom into smaller cross-section reveals the blazed lines.

Fig. 28. Blazed diffraction grating diagram (reproduced with permission
from [ThorLabs 2015]).

Fig. 29. Height field of the ThorLabs blazed diffraction grating measured
along a horizontal cross-section (horizontal axis in micrometers). Red :Mea-
sured profile of intensity field affected by lens blur. Orange : Deconvolved
blaze grating profile. Blue : True grating profile according to ThorLabs spec-
ification. Purple : Best affine transformation of the deconvolved height
field. Left : True scale visualization. Right : Scaled y-axis for zoom.
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